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Blue noise is known for its uniformity in the 
spatial domain, avoiding the appearance of 
structures such as voids and clusters, and 
it’s characterised by a spectrum with 
minimal low frequency components and no 
high intensity spikes [1]. Because of this 
property, it has been adopted in a wide 
range of visual computing applications, 
which has motivated the development of a 
variety of generative methods, with 
different trade-offs in terms of accuracy 
and computational performance. 

We propose a novel unsupervised 
learning approach that leverages a neural 
network architecture to generate blue 
noise masks with high accuracy and 
real-time performance, starting from a 
white noise input. We evaluate our method 
by applying the generated noise to image 
dithering and Monte Carlo integration. Our 
method is able to produce new blue noise 
masks much faster than other methods, at 
around 0.018 s per mask as showed in the 
figure on the right.

Loss Function

We leverage a linear combination of three unsupervised losses that enforce 
mathematical constraints on the output noise:
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Diagram of network training, combining the three unsupervised losses: uniform spectrum loss, blue spectrum loss, and histogram loss. After training, the network 
produces blue noise grayscale masks based on white noise input.

Uniform Spectrum Loss:

Histogram Loss:

Blue Spectrum Loss:

Dithering

A visual inspection of the figure on 
the right shows that our method 
produces dithered 
reconstructions with lower noise 
than white noise, and similar in 
quality to the optimisation-based 
approach by Wronski [2]. The Void 
& Cluster [3] method produces 
the highest quality reconstruction, 
although this is at the expense of 
a high computational cost, which 
might be prohibitive for real-time 
applications. The Table on the 
right shows average root mean 
square errors (RMSE) for the 
dithering of the David statue, using 
100 different dithering masks for 
each noise generation method. 
The ground truth and dithered 
images are pre-processed with a 
Gaussian filter.

The blue spectrum loss LBS acts on the Fourier spectrum of the predicted 
noise, penalising frequencies increasingly above a cut-off threshold

The uniform spectrum loss acts on the spectrum of the predicted signal, by 
penalising large values of its spatial derivatives.

The histogram loss acts on the histogram of intensities of the noise by 
penalising deviations from a uniform reference histogram.

Monte Carlo Integration

We evaluate the blue noise samples 
generated through the application of 
Monte Carlo integration [4]. In
the figure on the right we leverage 
the generated samples for the 
integration of two functions, with 
known analytic integrals. We show 
the root mean square error of the 
integral computation through Monte 
Carlo sampling, as a function of the 
number of samples used for the 
integration.
Our neural-based method shows 
consistently faster convergence 
than white noise, and in some cases 
lower error than void & cluster, for 
low number of samples. White noise 
and void & cluster present 
correspondingly the slowest and 
fastest convergence speeds, in 
terms of the number of samples, 
although again at the cost of a high 
inference time.
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Blue noise is known for its 
uniformity in the spatial domain, 
avoiding the appearance of 
structures such as voids and 
clusters and refers to a spectrum 
with minimallow-frequency 
components and no high-intensity 
spikes[1]. Because of this 
characteristic, it has been adopted 
in a wide range of visual computing 
applications, which has motivated 
the development of a variety of 
generative methods, with different 
trade-offs in terms of accuracy and 
computational performance. 

We propose a novel 
unsupervised learning approach 
that leverages a neural network 
architecture to generate blue noise 
masks with high accuracy and 
real-time performance, starting 
from a white noise input. We 
evaluate our method by applying 
the generated noise to image 
dithering and Monte Carlo 
integration.

Dithering

Loss Function
We leverage a linear combination of three unsupervised losses that enforce 
mathematical constraints on the output noise:

Monte Carlo Integration
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Diagram of network training, combining the three unsupervised losses: uniform spectrum loss, blue spectrum loss, and histogram loss. After training, the network produces blue noise grayscale masks based on white noise input.

Uniform Spectrum Loss:

Histogram Loss:

Blue Spectrum Loss:

A visual inspection of the Figure 
on the right  shows that our 
method produces dithered 
reconstructions with lower noise 
than white noise, and similar in 
quality to the optimisation-based 
approach by Wronski [2]. The 
Void & Cluster [3]  method 
produces the highest quality 
reconstructions, although
we will later show that this is at 
the expense of a high 
computational cost, which might 
be prohibitive for real-time 
applications..The Table on the 
right shows average root mean 
square errors (RMSE) for the 
dithering of the David statue, 
using 100 different dithering 
masks for each noise generation 
method. Bthe ground truth and 
dithered images are 
pre-processed with a Gaussian 
filter.

The blue spectrum loss LBS acts on the Fourier spectrum of the predicted 
noise, penalising frequencies increasingly above a cut-off threshold

The uniform spectrum loss also acts on the spectrum of the predicted signal, 
by penalising large values of its spatial derivatives

The histogram loss acts on the histogram of intensities of the noise by 
penalising deviations from a uniform reference histogram

We evaluate the blue noise samples 
generated through the application of 
Monte Carlo integration[4]. In
the Figure on the right we leverage 
the generated samples to the 
integration of two functions, with 
known analytic integrals. We show the
root mean square error of the integral 
computation through Monte Carlo 
sampling, as a function of the number 
of samples used for the integration.
Our neural-based method shows 
consistently faster convergence than 
white noise, and in some cases lower 
error than void & cluster, for low 
number of samples. White noise and 
void & cluster present correspondingly 
the slowest and fastest convergence 
speeds, in terms of the number of 
samples. Void & cluster this comes at 
the cost of a high inference time of the 
blue noise mask.

http://bartwronski.com/

